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Introduction
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NFG + Nash Eqb .



INTRODUCTION TO GAME THEORY

- We shall focus on Algorithmic design and analysis and use game theory to get
us there.

That is
,
we shall design a game such that a reasonable outcome is achieved .

- We shall be representing games in the following manner :-

XB B, B2

Ai 5,5 0,6 → The prisoner's Dilemma
A2 6,0 1,1

The first element of the tuple is the utility of player A, and second element is the

utility for Player B.

- A game is a strategic interaction between players with a strategy .
mapping

"

from state→ action

NORMAL FORM GAMES - games where each player makes a choice
and the game ends once every player has made
a choice

- Agents are assumed to be :-
Rational - desires the highest utility
Intelligent - knows rules ofthe game and picks actions assuming

other rational and intelligent people.
L has enough info to compute the

"

optimal
" solution

has common knowledge
* A GAME OF CHESS

- The natural question that we pose are:-

1) Does WIB have a winning strategy ?
2) Does either have a strategy to ensure a draw ?
3) Are neither possible ?

- A winning strategy Sii, is such that * SB , LSE, SB) always ends in 1-1 winning
Draw guaranteeing strategy

"

,
Is:O

, Sis) is always either a draw or A wins

Theorem
EITHER til HAS A WINNING STRATEGY

OR B HAS "

OR W/B HAYE A DRAW- GUARANTEEING STRATEGY

170¥ Can prove quite easily using induction over subtrees and node- count .



Construct a game tree with a node being a state
Ttr) - subtree rooted at x , including x
the - number of nodes in PGD ⇒ nx=1 if x is terminal

Induction over nx

Basis of
Induction

"" = 1 ⇒ consider a terminal game state .

⇒ The statement is vacuously true

Inductive

Hypothesis
Consider that the statement holds for all nodes y with my < K

Inductive work from the bottom- up.
Step consider a node x with the > 1 , and y to be a descendant of a.

My < the

TILOG , assume it is white's turn at x , and black's turn at y .

Case 1) Hy . Black has a winning strategy
⇒ Nothing at x can stop Black from winning
⇒ Black has " won " at se. - ②

Case2) Fy ,
White has a winning strategy
⇒ simply pickthat to
⇒ White has a winning Strat at x .

-①

Case3) Fy , Black has no winning Strat and

Hy , White has no winning Strat
⇒ From hypothesis, both BIN have a Strat to draw

⇒ Pick that!
Now both B/w can reach d draw from a -③

All cases covered.

Statement proven using strong mathematical induction .

* Representing Normal form games finite strategy
if Si is finiteHienN = {1,2, _ . _ n} - set of players

Si - set of strategies for i'th ptayer
5-i -

"

everyone except i'th player
(si

,
si)← S = ✗ Si - Set of strategy profiles

i c-N

u: :S → IR - Utility for player i

NFG - IN ,
(si) ien ,

(4) ien)



* DOMINATION IN NFGS

Loosely speaking , a strategy is said to be dominated when there exists some other strategy
which is very dearly better than the current one.

- Formally , sie si is said to be strictly dominated if 7-siesi such that

*5-i-cs-i.uilsi.si) > u:(si , b-i)

- Similarly , sie si is said to be weakly dominated it 7-siesi such that

*s-i-s-i.uilsi.si) ± u:(iii. b-i)
and 71:-c Si , u:(si , is;) > uils! , I;)

not really
"do'minciting" if both have same utilities

for all b-i

- Similarly , a strategy si is STRICTLY /WEAKLY DOMINANT if it strictly /weakly dominates
all other strategies sie si- {si}

* DOMINANT STRATEGY EQUILIBRIUM

A profile 5 is the strictly /weakly dominant strategy eqb. if every SEES
is strictly /weakly dominant.

* Rational Outcomes of a game
A player would never play a dominated strategy .

⇒ Can we simply eliminate these strategies to get the rational outcome ?
NO.

- Order of elimination for SDS does not matter

- However
,
order does matter for KIDS ! A possibility of eliminating national outcomes

exists !

◦ Moreover
,
dominant strategies / DSE is not guaranteed to exist !

pÑ L R Co-ordination game
1- I

,
I 0,0

R O
,
O 1

,
1

To deal with these drawbacks , we introduce a new eqb.



NASH EQUILIBRIUM
- A strategy profile [iii. SE) is a Pure Strategy Nash Equilibrium (PSNE) if

HIEN
,
*sie si ; u:(SE , SE) ≥ uilsi.si?i) I

analogous to a local maxima !

Note that 14L) and (R ,R) are PSNE in the co-ordination game .

* Best Response View
The best response of player i against Si is a strategy that gives the max utility .

Blsi) = {sie si / uilsi.si) ± uilsi.si) * sie si }

It can be proven that PSNE is a profile (ii.É:) such that

* i-N.si?c-BlD*-i)
_ No national player would deviate from it !

SDSE÷E PSNE

MAX- MIN STRATEGIES

- He had assumed all players to be rational when computing PSNE.
This assumption is risky as we might get a terrible result if the other player
uses an un - optimal strategy .

It 1- R
→ (M,R) is PSNE

,
but risky for P1

T 3,1 2.0 if P2 plays L , P1 gets -10 which is quite bad
M -10,0 5. I

- The worst- case optimal choice is called the Max-min optimal strategy .

'

minuilsi.es#
to a 91°"en si. what is the worst case

si c- argmax utility?
sieSi Qi ESi

É> maximize this worst case utility

- The Max- min value is the least possible utility following the Max- min strategy .

Ii = Max min % (si . si)
7-c-Si Qi c-Si

Maxmin

⇒ uilsi.si) ≥ ¥ *siesi



meaning looking
at dominant strategies
is

" risk free
"

Theorem If s: is a dominant strategy for player i , then it is also a max- min strategy
case 1 - strictly dominantProof

From the defn itself , u:(SE , si) > uilsi.si) H sie si- {si}
*RIES_i

Define a new function which takes si as argument and gives the worst
min

b-i possible D-i

mi"
(si) = argminuilsi.si)Si

s-i-S.io

From the defn , it holds that
min

U:(s:* , smin→ (si )) > u:(si , si Is:)) *si es - {si }

That is
, for every si ≠ si.

SE gets the best possible utility even in the worst case
scenario

⇒ si is Max- min strategy

similar proof for a weakly dominant strategy works .

Theorem Every PSNE s* = (sit , _ . .

.
SF ) of NFG satisfies u:(s* ) ≥ Ii

↓

that is
, utility in every PSNE would be atleast
the worst- case Max- min strategy 's utility

From det . of PSNE ,Pr¥
Ui Is? .si?)=maxui(si.s?i) ≥ max min uilsi.si)

←

from det . ◦t min
si si Qi

≥ ¥



* ITERATED ELIMINATION OF DOMINATED STRATEGIES

We shall now look at effects of iterated elimination on ÷

① PSNE

② Li - Max min value

Theorem Consider an NFG = {N, Si , ui) and let is; C- Sj be a dominated strategy .
Let the residual game after removing D; be & .

_
the maximin value

might change for

②

The maximin value for j in both G and É are equal to other players !

Proof Let Maxmin in G for J = ; = Max min ujlsj , s.;) ; s; E Sj
Sj b-j

" § for j = &; = Max min Uj (Sj ,Sj) ; s; E Sj - {sij}
Sj S

-j

P-rooj-bycontradiction-nssumey.at§; ⇒ &; '- Yi ⇒ Dj was the only max- min strategy

⇒ is; = argmax min ujlsj , S-j)
Sj Sj

however is; is dominated ⇒ ooigmax CANNOT yield sij
CONTRADICTION !

①

Theorem consider a NFG G and let § be the game after elimination of a not necessarily dominated

strategy . If profile s* is PSNE in G , and it survives in § ,
Then s* is PSNE in ^G as well !

Pit
s* is PSNE in G ⇒ u:( iii. s?;) ± uilsi.si?i)HieN.Hsic-Si

Let player j's Sj be removed" j ≠ i as s* exists in É
✓ ⇒ inequality of maxima unaffected !

Theorem Let Ñj be a weakly dominated strategy for G ,
and eliminating it yields ^G .

Every PSNE of É is also a PSNE for G -
New PSNE cannot form !
Old ones may be removed.

Proof Sj is weakly dominated

⇒ I-sj.ES; - {sj} such that ujlsj , s;) ≥ ujlsj , S-j) # sjES;

Let the profile be a PSNE in §
⇒ u:(s.T.SE;) ≥ u:(s

'

; , s;) * i≠j , #sie si
i=j ⇒ sji E Sj ' {Sj }

For this to be a BME in G
,
we need ↑Rest all cases are covered here

ujlsj.is?j) ≥ ujlsj , ;)



Using the fact that sj is dominated ;

3-sjc-sjst.ujtsj.is?j)Iujlsj.s?j)---ujlsj.s?j)--
PSNE WD

i. s* is PSNE in G as well .

* SUMMARY

- Removing SDS has no effect on PSNE
-

"

WDS may remove PSNE
,
but never adds a new PSNE

- Maximin of a player is unaffected by removing either

MATRIX GAMES (TWO PLAYER ZERO SUM)

- A special class of NFGS with - N = 2

- u, + U2= O H SES

1- R h R
Grid elements

1- 2
,
-2 -3,3 L 2 -3 -3 are Wrt player 1

R 0,0 1
,
-1 R O I 0

→ 0

2 '
→ 1

The calculation of Max - min for player 1 is unchanged .
--F- '

↑

Player2 needs to compute min- Max instead !

- SADDLE POINT for the matrix is when a value is Max for P1 but min for P2.

along row along Col.
In a matrix game with utility u,

(Si , Sa) is a saddle point IFF Is, Sa) is a PSNE

- Similar to NFG, define :_

Max-min y = Max min u (↳ ' S2) -

/→ To ± I ALWAYS !
bi D2

min- Max Ñ = Min Max U Is, , Sa) -
D2 Dr

Frewen A matrix game has PSNE I
= I = Uls , , b2) ; and (Si , Sa) is also a PSNE


